
XXX-X-XXXX-XXXX-X/XX/$XX.00 ©20XX IEEE 

A Human Head Shaped Array of Microphones and 
Cameras for Automotive Applications 

 
Daniel Pinardi  

Dept. of Engineering and Architecture 
University of Parma 

Parma, Italy 
daniel.pinardi@unipr.it 

 
  

Abstract - Nowadays, a growing interest in the recording and 
reproduction of spatial audio was observed. However, despite 
many microphone arrays were developed in the last years, there 
are still few solutions for Noise, Vibration and Harshness (NVH) 
applications at low frequency. In this paper, a new array of 
microphones and cameras is presented, for recording both 
acoustic and visual spatial information. It can be used for the 
spatial analysis and visualization of the sound field and to 
perform recordings that can be rendered in a virtual reality 
(VR) environment. The system was optimized for the low 
frequency range, as most of the available solutions have proved 
unsatisfactory for frequencies below 400 Hz. Moreover, the 
system is cost-effective if compared to other existing products 
designed for similar applications. The spatial performance of 
the array is evaluated in comparison with the current state of 
the art systems. Finally, a field application is presented. The new 
head shaped microphone array demonstrated its effectiveness 
for evaluating the performance of an automotive Active Noise 
Control (ANC) system. 
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I. INTRODUCTION 

The use of microphone arrays for spatial audio recordings 
dates to the seventies, when the Soundfield™ Microphone [1] 
was proposed, relying on the Ambisonics theory [2]: a method 
for representing the complete acoustical spatial information in 
one point of the space by means of a Spherical Harmonics 
(SH) [3], [4] expansion of the signals recorded by the capsules 
of the array. Microphone arrays equipped with four capsules, 
such as the Soundfield™, can encode the First Order 
Ambisonics (FOA), which exhibits a reduced spatial 
resolution. To overcome this limit, the first order approach 
was later extended to High Order Ambisonics (HOA), which 
requires more microphones and hence more channels. 

Since 1978, many four channels microphone arrays came 
to market and several higher order compact spherical 
microphone arrays were built too, with a number of capsules 
ranging between 8 and 252 [5], [6], [7], [8], [9], [10]. 
Recently, larger arrays specially designed for VR and NVH 
applications came to the market as well, equipped with a high 
number of channels and integrating a video recording system: 
VisiSonics with 64 capsules and five lenses (Fig. 1, left), 
Sonicam with 64 Micro Electro-mechanical System (MEMS) 
microphones and nine lenses (Fig. 1, center) and Bruel&Kjaer 
with 36 or 50 capsules and 12 lenses (Fig. 1, right). 
Nevertheless, all of them still presents some limitations: 
Bruel&Kjaer arrays have poor video resolution and employ 
low sensitivity capsules; the Sonicam array can record only 
first order Ambisonics together with the panoramic video; the 
VisiSonics array has a video resolution limited to 3k and it is 
the most expensive solution available on the market.  

 

 
Fig. 1. Three microphone arrays: VisiSonics (left), Sonicam (center) 
and Bruel&Kjaer (right) 

In this paper, a new microphone array is presented to 
overcome the mentioned problems. The proposed solution 
features 32 capsules, allowing to encode HOA up to fourth 
order. The size of the array allows a good spatial resolution at 
low frequency, making it suitable for NVH applications. It 
comprises a circular array of eight cameras, which can record 
high resolution panoramic video. Such spatial audio-video 
recordings can be reproduced in a VR environment employing 
Head Mounted Displays (HMDs) with head tracking and 
binaural decoding [11], [12]. The array has been calibrated, so 
that true values of sound pressure levels (SPL) can be 
calculated. Finally, the developed system is cost-effective, 
thanks to the usage of 3D-printing technology. 

The paper is organized as follow. Section II provides a 
technical description of the design. In section III the 
beamforming algorithm employed in this work is explained. 
Section IV describes the procedure developed for calibrating 
the microphone array. Section V describes the numerical 
simulation of the array, section VI the evaluation of the 
performance and finally section VII presents a field 
application of the new system. 

II. DESIGN OF THE HEAD-SHAPED ARRAY 

A. Panoramic Video Recording System 

Compact panoramic video recorders are available as 
consumer products: they are made of two hemispherical 
lenses, provide up to 8k resolution and can be employed next 
or above a microphone array. However, this solution entails 
the introduction of an offset between acoustic and optical 
centers, resulting in a mismatch between the sound field and 
the visual background. 

Therefore, a distributed array of cameras has been 
integrated to ensure a perfect coincidence of the acoustic and 
optical centers. It consists in eight cameras having cubic 
shape, arranged along a circle (Fig. 2). The cameras are 
positioned as close as possible each other to increase the 
superimposition of the Field-of-View (FOV), which results in 
a better stitching of the recorded video. This led to a radius of 
the camera array equal to 𝑟 ൌ 93 𝑚𝑚. Each camera has a 
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FOV of 72° and a resolution of 1440x1920 when mounted 
rotated by 90° to extend the vertical coverage. Thus, the 
resolution of the stitched video is 7200x1920, or 13.8 Mpixel, 
which is satisfactory for VR reproduction. Current VR 
systems are based on HMDs with a resolution of 1440x1600 
per eye and a FOV of 110°. Therefore, the minimum video 
resolution required to take advantage of all the quality of the 
HMDs is 4700x2600 (12.2 Mpixel), which is, for instance, 
more than twice the capability of the VisiSonics (4.7 Mpixel). 

 

 
Fig. 2. 3D CAD model of the cylindrical array of eight cameras. 

However, two drawbacks must be accepted. Firstly, a 
distributed array of cameras entails manual stitching, which is 
time-consuming and requires additional software. In addition, 
the shape of the microphone array cannot be spherical, due to 
the presence of the cylindrical housing for the video recording 
system. Therefore, it is not possible to characterize the array 
relying on a theoretical solution. 

B. Microphone Array Design 

It is well known that the distance between the capsules 
determines the theoretical frequency limits (i.e., 𝑓௠௜௡  and 
𝑓௠௔௫ ) of beamforming [13]. Capsules are too close at low 
frequency and too far at high frequency: 

 

𝑓௠௜௡ ൌ
ଵ

ସ
∙

௖

ௗ೘ೌೣ
           (1) 

 

𝑓௠௔௫ ൌ
ଵ

ସ
∙

௖

ௗ೘೔೙
           (2) 

 
where c is the speed of sound (343 𝑚 𝑠⁄  in air at 𝑇 ൌ 20°𝐶); 
𝑑௠௔௫  and 𝑑௠௜௡  are the maximum and minimum distance 
between capsules, respectively. Relations (1) and (2) make it 
clear that the larger the array, the better its capability to work 
at low frequencies. In the proposed system, capsules are 
arranged so that 𝑑௠௔௫ ൌ 222.2 𝑚𝑚, therefore we get from 
(1) a theoretical 𝑓௠௜௡ ≅ 400 𝐻𝑧.  The minimum spacing 
between capsules is 𝑑௠௜௡ ൌ 34 𝑚𝑚, therefore we get from 
(2) a theoretical 𝑓௠௔௫ ≅ 2.5 𝑘𝐻𝑧 . Such frequency range of 
optimal usability is satisfactory for NVH applications. 

The choice of having a cylindrical array of cameras 
resulted in a non-spherical design. It was opted to close the 
array with two hemispherical caps having the same radius of 
the cylindrical part. Given these dimensions, the microphone 
array is comparable to a human head, so hereafter we will refer 
to it with the name “Head-Shaped Array” (HSA). The array 
has a diameter of 186 𝑚𝑚 and a total height of 235 𝑚𝑚. The 
system was realized with 3D printing technology employing 
ULTEM material. In the bottom, it is provided with a thread 
so that it can be mounted on a standard microphone stand (Fig. 
3, left), or, using a kind of “neck”, on a standard dummy torso 
(Fig. 3, right), a very common solution adopted for 
experimental measurements inside vehicles. 

 
Fig. 3. Head-Shaped Array, mounted on a microphone stand (left) 
or in a dummy torso (right). 

The capsules are electret omnidirectional microphones, 
“PRIMO – EM172”, having the frequency response of Fig. 4 
and the following characteristics: 𝑆𝑁𝑅 ൌ 80 𝑑𝐵 , 𝑆𝑒𝑙𝑓 െ
𝑛𝑜𝑖𝑠𝑒 ൌ 14 𝑑𝐵ሺ𝐴ሻ, 𝑆𝑃𝐿௠௔௫ ൌ 119 𝑑𝐵. 

 

 
Fig. 4. Primo EM172 capsules frequency response 

The number of capsules is 𝑀 ൌ 32, arranged along five 
rings equally spaced at five different elevations with 4, 8, 8, 8, 
and 4 microphones each one, from bottom to top respectively. 
Along the azimuthal plane, all capsules are equally spaced by 
an angle of 11.25° to maximize the horizontal resolution. In 
the central cylinder, which is the camera housing, one capsule 
is placed between each pair of cameras. Since the shape is not 
spherical, the distribution of the capsule over the surface is not 
uniform. However, an increased density of microphones on 
the azimuthal plane enhanced the spatial resolution in this 
region of the space, similarly to the human auditory system. 

III. BEAMFORMING THEORY 

The capsules of a microphone array detect the sound 
pressure and such set of signals is usually known as “A-
format”. Then, the operation of beamforming converts these 
signals in a complex combination of sound pressure and 
particle velocity. Depending on the target of the beamforming, 
different spatial audio formats are obtained, typically 
Ambisonics (also known as “B-format”) or Spatial PCM 
Sampling (SPS, also known as “P-format”) [14]. The 
conversion can be approached in two different ways. When a 
linear processing is used, a matrix of filters synthesizes the 
virtual microphones from the capsule signals. In case of 
parametric processing, the raw capsule signals are employed 
for performing a parametric spatial analysis of the sound 
scene, extracting the single source signals and their locations, 
and then using the theoretical SH formulas for recreating the 
B-format signals [15], [16], [17], [18], [19]. 

In this paper, a linear processing was employed, leaving 
parametric solutions to future developments. Beamforming is 
obtained with a matrix of Finite Impulse Response (FIR) 
filters, computed by inverting the array response with a 
regularized Kirkeby inversion [20]: 
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𝐻௠,௩,௞ ൌ ൣ𝐶௠,ௗ,௞
∗ ∙ 𝐶௠,ௗ,௞ ൅ 𝛽௞ ∙ 𝐼൧

ିଵ
∙ ൣ𝐶௠,ௗ,௞

∗ ∙
𝐴ௗ,௩ ∙ 𝑒ି௝గ௞൧            (3) 

where 𝑚 ൌ ሾ1, … , 𝑀ሿ are the capsules; 𝑣 ൌ ሾ1, … , 𝑉ሿ are the 
virtual microphones; k is the frequency index; 𝑑 ൌ ሾ1, … , 𝐷ሿ 
are the Directions of Arrival (DoA) of the sound waves; the 
matrix C is the complex response of each capsule m for each 
direction d; the matrix 𝐴 defines the frequency independent 
amplitude of the target directivity patterns; 𝑒ି௝గ௞ introduces a 
latency that ensures filters causality; ∙ is the dot product; I is 
the identity matrix; ሾ ሿ∗ denotes the conjugate transpose; ሾ ሿିଵ 
denotes the pseudo-inverse; 𝛽ሾ௞ሿ  is a frequency-dependent 
regularization parameter [21], which apply a frequency 
constraint to the inversion, thus preserving the Signal-to-
Noise Ratio (SNR) in the frequency ranges where 
beamforming is physically limited by the distance between the 
capsules.  

The regularization parameter 𝛽ሾ௞ሿ was defined as follow: 
𝛽௜ ൌ 0.01  for the in-band range, 𝛽௢ ൌ 1  for the out-band 
range,  ∆𝑓 ൌ 0.3 octaves for the transition bandwidth, 𝑓௟௢௪ ൌ
20 𝐻𝑧 for the lower transition frequency, and 𝑓௛௜௚௛ ൌ 6 𝑘𝐻𝑧 
for the higher transition frequency. 

In this work, SPS format is employed. It consists in a set 
of unidirectional virtual microphones pointing outwards in all 
directions.  To sample uniformly the sound field, it was used 
a set of 𝑉 ൌ 32  virtual microphones having fourth order 
cardioid directivity. Such directivity is preferable with respect 
to the hypercardioid, since the latter causes the presence of a 
rear lobe, while the cardioid is not affected by any side or rear 
lobes (Fig. 5). The target directivity as a function of the angle 
ϑ between the aiming direction of the virtual microphone and 
the DoA of the sound wave, is given by: 

 
𝐴ሺ𝜗ሻ ൌ ሾ0.5 ൅ 0.5 ∙ cosሺ𝜗ሻሿସ                                        (4) 

 
For optimizing the uniform coverage of the space, 

spherical design [22] can be used to define the directions of 
the virtual microphones. In this case, a spherical design of 
order T=7 was used, since this choice maximizes the order T 
with the given number of virtual microphones, that is V=32. 

 

 
Fig. 5. Polar patterns of 4th order cardioid microphone (dotted line) 
and 4th order hypercardioid microphone (solid line). 

IV. ARRAY CALIBRATION 

The calibration of the microphone is important when noise 
analysis is performed. Although it is always considered for 
measurement microphones,�which are supplied with a factory 
calibration, it is ignored for the microphone arrays. For this 
reason, a procedure was developed to calibrate the HSA. An 
almost flat point source ( േ1.5 𝑑𝐵  in the range 38 𝐻𝑧 െ
20 𝑘𝐻𝑧), a Genelec Studio Monitor type 8351A, was place in 
an anechoic room. The equivalent level 𝐿௘௤ ሺௌ௅ெሻ  was 
measured with a calibrated Sound Level Meter (SLM) at 1 m 
distance while playing a pink noise filtered in the 1 kHz octave 
band. Then, the same signal was recorded with the 
microphone array in place of the SLM. 

For the SPS format case, the array recording is converted 
into SPS by convolving with the matrix 𝐻ௌ௉ௌ calculated with 
(3). Then, a calibration factor 𝑐𝑓ௌ௉ௌ  [dB] is calculated, 
imposing that the energetic sum of all the SPS signals must be 
equal to the calibrated SPL measured by the SLM: 

 
𝐿௘௤ ሺௌ௅ெሻ ൌ 𝑐𝑓ௌ௉ௌ ൅ ∑ 𝐿௘௤,௩

௏
௩ୀଵ           (5) 

 
where 𝐿௘௤,௩ is the equivalent level of each virtual microphone 
of the SPS format. 

For the Ambisonics case, the array recording of the pink 
noise was encoded into SH, by convolving with the matrix 
𝐻ௌு calculated with (3). Then, another calibration factor 𝑐𝑓ௌு 
[dB] is calculated, imposing that the level of the 
omnidirectional channel W (SH number 0) must be equal to 
the calibrated SPL measured by the SLM:  

 
𝐿௘௤ ሺௌ௅ெሻ ൌ 𝑐𝑓ௌு ൅ 𝐿௘௤,ௌுୀ଴         (6) 

 
where 𝐿௘௤,ௌுୀ଴ is the equivalent level of the SH number 0, 
following the standard AmbiX [23]. 

In both cases, the calibration can be applied by adding the 
calibration factors 𝑐𝑓ௌ௉ௌ or 𝑐𝑓ௌு to the recordings performed 
with the microphone array and encoded with the filtering 
matrices 𝐻ௌ௉ௌ  or  𝐻ௌு . The fundamental aspect is that the 
array is calibrated together with the beamforming matrix. 
Therefore, the calibration is valid for the specific encoding 
matrices 𝐻ௌ௉ௌ  or  𝐻ௌு . If they are changed, the calibration 
must be recalculated. 

Thanks to this method, it was possible to obtain calibrated 
color maps of the spatial distribution of SPL at the microphone 
array position (see Section VII), which are coherent in level 
with the Ambisonics signals employed for the head tracked 
playback. This feature is ignored also in most advanced 
solutions for sound field visualization [24], [25]. 

V. NUMERICAL SIMULATION OF THE ARRAY 

The response of the array, namely the matrix C in (3), 
provides the complex information of sound pressure at the 
capsules for many DoA of the sound waves. There are three 
possible approaches for deriving the C matrix: theoretical 
solution of the waves diffraction equations [26], [27], [28], 
experimental measurement in anechoic room [29], [30] and 
numerical simulation, which was employed in this work. 

First, the numerical method was verified by comparing it 
with the theoretical solution for the case of plane waves 
diffracted by a rigid sphere. The theoretical solution was 
found in [31]. The numerical simulation was performed in 
COMSOL Multiphysics with Finite Elements Method (FEM) 
and employing a Plane Wave Radiation (PWR) condition. The 
same geometry was introduced in both cases, a sphere of 
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84 𝑚𝑚  diameter and 32 capsules. The simulation was 
calculated for the front direction, in the frequency range 
10 𝐻𝑧 െ 3.5 𝑘𝐻𝑧  with a resolution of 10 𝐻𝑧.  The SPL 
spectra are compared in Fig. 6, for the capsules number 1, 5, 
13, 17, 21, 24, 29 and 32. One can note that the two solutions 
are almost identical. This result ensures that the numerical 
method is reliable for calculating the spatial array response, 
i.e., the C matrix, of a microphone array. 

 

 
Fig. 6. SPL spectra compared up to 3.5 𝑘𝐻𝑧 between theoretical and 
numerical solutions. 

Then, a numerical simulation of the HSA was performed 
in the frequency range 10 𝐻𝑧 െ 6 𝑘𝐻𝑧, with a resolution of 
10 𝐻𝑧. In this case, the calculation was repeated for many 
DoA of the plane wave. The geometry of the DoA employed 
for characterizing the array corresponds to a spherical design 
of order 𝑇 ൌ 21, which has 𝐷 ൌ 240 directions [32]. Since 
the solution is performed in frequency domain, the C matrix 
required to solve (3) is directly obtained.  

VI. PERFORMANCE EVALUATION 

The performance of the HSA was compared against two 
existing solutions. One is the Eigenmike32TM (EM), a 
spherical array of 84 mm diameter with 32 capsules, 
considered the reference equipment for spatial audio 
recording in the last decade. The second one is the 
Bruel&Kjaer array, a spherical array of 195 mm diameter with 
36 capsules and 12 cameras (B&K36 in the following), which 
is mainly designed for NVH applications, as the video 
resolution is too low for VR reproduction.  

For evaluating the spatial performance of each system, the 
SPS format and a metric defined by the author was used [33]. 
The metric uses two parameters: Directivity Factor Q and Half 
Power Beam Width BW. Directivity Factor Q is defined as: 

 

𝑄ሾ௞ሿ ൌ
ூౣ౗౮  ሾೖሿ 

ூబ ሾೖሿ 
           (7) 

where 𝐼௠௔௫ is the magnitude of the sound intensity vector in 
the direction of the maximum and 𝐼଴  is the average of the 
magnitude of sound intensity over the sphere. The BW 
parameter is defined as: 
 

𝐵𝑊ሾ௞ሿ ൌ 2 ∙ ∠ሺ𝑆୫ୟ୶  ሾ௞ሿ െ 𝑆௠௔௫ିଷ ௗ஻,ሾ௞ሿሻ          (8) 

thus, the BW is twice the angle between the direction of 
maximum sensitivity 𝑆௠௔௫ of the virtual microphone and the 
direction having sensitivity 3𝑑𝐵  below the maximum, 

𝑆௠௔௫ିଷ ௗ஻.  For a super-directive unidirectional virtual 
microphone, it is desired to have a high Q and  a low BW. 

For calculating the effective directivity 𝐴ᇱ  obtained for 
each virtual microphone v in each direction d, the matrices C 
and H are convolved, thus multiplied in time domain: 

 
𝐴ሾௗ,௩,௞ሿ

ᇱ ൌ 𝐶ሾௗ,௠,௞ሿ ∙ 𝐻ሾ௩,௠,௞ሿ        (9) 
 
The ideal result would be 𝐴ᇱ ൌ 𝐴. For the two spherical 

arrays, the EM and the B&K36, the theoretical solution [31] 
was used to obtain the matrix C and thus to derive the 
beamforming matrices H for the SPS format. In these cases, 
the frequency range 20 𝐻𝑧 െ 20 𝑘𝐻𝑧 was covered. The two 
parameters, Q and BW, were averaged in 1/3 octave bands and 
over the V virtual microphones. The results are shown in Fig. 
7, superimposed for the three arrays. 

 

 
Fig. 7. Directivity Factor Q and Beam Width BW for the new HSA, 
the Eigenmike32TM and the Bruel&Kjaer with 36 channels. 

Being the smallest, the EM shows a lower value of Q and 
a larger value of BW in the range 50 𝐻𝑧 െ 1.5 𝑘𝐻𝑧. On the 
opposite, beamforming is much better than the other two 
systems above 2.5 𝑘𝐻𝑧. Regarding the B&K36 and the HSA, 
they perform almost identically in the frequency range 
2 0 𝐻𝑧 െ 4 𝑘𝐻𝑧 . For the HSA, the directivity Q starts to 
decrease above 2.5 𝑘𝐻𝑧, as in (2). At low frequency, it is 
possible to see that Q decreases and BW increases below 
400 𝐻𝑧 , as in (1). It is not possible to have beamforming 
above 4 kHz, therefore having calculated the numerical 
simulation up to 6 𝑘𝐻𝑧 did not cause any loss of information. 

VII. FIELD APPLICATIONS 

The described system was compared with the EM in two 
field tests: a laboratory recording with an artificial noise 
source and the performance evaluation of an active noise 
cancelling (ANC) system installed in a car.  

Regarding the first experiment, a pink noise signal of 30 𝑠 
was played through a GenelecTM Studio Monitor 8351A and 
recorded by placing the microphone arrays in front of the 
loudspeaker at 2 meters distance, one at a time. Then, color 
maps at various octave bands were computed with a graphical 
interpolation of the SPL values calculated for each of the 32 
beams of the SPS format. At first, the octave band centered at 
2 𝑘𝐻𝑧 was considered (Fig. 8). In this frequency range, the 
arrays perform equally, according to Fig. 7. Then, the octave 
band centered at 500 𝐻𝑧  was considered (Fig. 9). In this 
frequency range, the HSA performs better, and such result 
matches with Fig. 7 too. Finally, the octave band centered at 
31.5 𝐻𝑧  was studied (Fig. 10). One can note that the 
visualization of the sound field provided by the HSA is 
coherent with the source, even if the analyzed frequency 
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range, 22 𝐻𝑧 െ 44 𝐻𝑧 , is outside the optimal range of the 
system. Instead, the result provided by the EM is distorted and 
misaligned with respect to the loudspeaker, showing that 
beamforming is not working at all in such a low frequency 
range. 
 

   
Fig. 8. SPL color maps in the octave band centered at 2 𝑘𝐻𝑧 , 
Eigenmike32TM (left) and HSA (right). 

  
Fig. 9. SPL color maps in the octave band centered at 500 𝐻𝑧 , 
Eigenmike32TM (left) and HSA (right). 

  
Fig. 10. SPL color maps in the octave band centered at 31.5 𝐻𝑧, 
Eigenmike32TM (left) and HSA (right). 

The second test consists in the performance evaluation of 
an automotive ANC system. For this application, solutions 
capable to work at very low frequencies are extremely 
desirable, as these systems are usually active in the range 
50 𝐻𝑧 െ 500 𝐻𝑧  [34]. The usage of analysis techniques 
based on the spatial information of the sound field can 
improve these systems, e.g., identifying the noise source 
positions and thus suggesting the optimal placement of the 
loudspeakers or providing advanced diagnostic tool to assess 
their effectiveness [35]. 

A C-segment car equipped with a Road Noise 
Cancellation (RNC) system, developed by ASK Industries 
S.p.A. [34], was measured with both arrays, mounted one at a 
time on a mannequin torso positioned on the passenger seat. 
Test recordings of 50 𝑠 were taken on a straight rough road at 
55 𝑘𝑚/ℎ with the RNC system initially switched off (RNC-
off) and then switched on (RNC-on). SPL color maps filtered 
in the range  70 𝐻𝑧 െ 330 𝐻𝑧  were calculated in the two 
working conditions, with the previously described method. 
Results are shown in Fig. 11 and Fig. 12 for the EM, in Fig. 
13 and Fig. 14 for the HSA. 

 
Fig. 11. SPL color map 70 𝐻𝑧 െ 330 𝐻𝑧, Eigenmike32TM, RNC-
off. 

 
Fig. 12. SPL color map 70 𝐻𝑧 െ 330 𝐻𝑧, Eigenmike32TM, RNC-
on. 

 
Fig. 13. SPL color map 70 𝐻𝑧 െ 330 𝐻𝑧, HSA, RNC-off. 

 
Fig. 14. SPL color map 70 𝐻𝑧 െ 330 𝐻𝑧, HSA, RNC-on. 

With the system switched off (RNC-off) and employing 
the HSA, roof and windows reflections can be seen (Fig. 13). 
In the same condition, those details are not visible with the 
EM (Fig. 11): a large spot appears in the middle, misleading 
the sound propagation analysis. When the system is switched 
on (RNC-on) the HSA shows more precisely the cancellation 
effectiveness: it is possible to identify the position of the 
largest residual energy contribution (Fig. 14). Also in this 
case, the EM is not accurate (Fig. 12): energy is spread all over 
the whole map, which does not provide useful information. 

VIII. CONCLUSIONS 

A non-spherical array of microphones and cameras has 
been presented. It proved to be effective for analyzing the 
sound field at low frequencies, making it suitable for Noise, 
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Vibration and Harshness applications. At the same time, most 
of the shortcomings identified in the existing products have 
been solved: high resolution video recording system, sound 
pressure level calibration, and affordable cost. 

The so-called Head Shaped Array works in the frequency 
range 20 𝐻𝑧 െ 4 𝑘𝐻𝑧 but provides optimal beamforming in 
the range 400 𝐻𝑧 െ 2.5 𝑘𝐻𝑧, as expected from the theoretical 
calculations carried out in the design phase. This performance 
is comparable to the Bruel&Kjaer array of 36 capsules and 12 
lenses, a product similar in the design and application, but 
with lower video resolution and higher cost. 

The new system was used in two field tests characterized 
by low frequency noise: a laboratory experiment with a 
loudspeaker and a road noise active cancellation system 
installed inside a car. In both cases, color maps of calibrated 
sound pressure levels were calculated by employing the Sound 
PCM Sampling spatial audio format. The visualization of the 
sound field obtained with the Head Shaped Array is accurate, 
proving that the system can be successfully employed for 
NVH analysis. 
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